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In general, binary matrix factorization (BMF) refers to the problem of finding a matrix product of two binary low rank matrices such that the difference between the matrix product and a given binary matrix is minimal. As an important tool in dimension reduction for high-dimensional data sets with binary attributes, BMF has been widely and successfully used in various applications. In this talk, we first introduce two new constrained BMF models (called CBMF) and discuss their relation to other dimensional reduction models such as unconstrained BMF (UBMF). Then we propose alternating update procedures for CBMF. In every iteration of the proposed procedure, we solve a specific binary linear programming (BLP) problem to update the involved matrix argument. By exploring the interrelation between the BLP subproblem and clustering, we develop both efficient deterministic and randomized approximation algorithms for CBMF. An effective algorithm for UBMF is also developed. We conclude the talk by presenting numerical results obtained from applying the new models and algorithms on data mining applications in bioinformatics and document clustering.
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